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ABSTRACT

In this paper, a hybrid three-step approach is introduced to bring the data to approximate normality. This approach uses two different transformations jointly with flipping and, in some cases, with Winsorization. The first step is to achieve approximate symmetry by transforming the data using the generalized modulus family of transformations. If the quantile to be estimated is in the longer tail, the resulting transformed sample is then Winsorized. The second step is to achieve exact sample symmetry by flipping the lower (upper) half of the transformed sample when estimating quantiles smaller (larger) than the median. The third step is to approximately Gaussianize the resulting sample using the sinh-arcsinh transformation. Estimating the quantile of the new data and then double back transforming, the new proposed nonparametric quantile estimator can be obtained. Through a simulation study, the new proposed quantile estimator is evaluated and compared with some competitor existing estimators. Simulation results show stable empirical performance and unrestricted outperformance of the proposed estimator compared to all other competitor estimators under investigation.
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1. INTRODUCTION

Applications of quantiles arise in diverse areas such as: Hydrology, Finance, Business, Insurance, Biology, Metrology, Economics, Reliability, Quality control, Medicine, Engineering, Demography, etc. For example, quantiles are used to determine warranty periods of goods in reliability analysis, the process capability index (PCI) in quality control. In medicine, quantiles are used to determine reference intervals within which some percentage of the values of a particular analyte in a healthy population would fall (Horn, Pesce, & Copeland, 1998). In environmental sciences, they are used to determine safety margins over which pollution of chemicals would be dangerous. In traffic engineering, they are used to set speed limits of cars and typical walking speeds. In business and finance, they are used as values at risk (VaR). Extreme quantiles of wave heights do really help design offshore platforms, breakwaters, or dikes. Quantiles are frequently used in descriptive as well as inferential statistical analysis. They help identify and capture key aspects of a distribution such as: central tendency, spread, skewness, and tail-heaviness. They help in the box-whiskers, the Q-Q, and the violin plots. The most well-known quantile is the median which is the 0.50th quantile or the 50th percentile.

Let $X_1, X_2, \cdots, X_n$ be a random sample of size $(n)$ drawn from a population with distribution function $F(\cdot)$, and let $X_{(1)}, X_{(2)}, \cdots, X_{(n)}$ be the corresponding order statistics. The $p^{th}$ population quantile, $Q(p)$, is defined as $Q(p) = \inf\{x: F(x) \geq p\}$. If $X$ is a normally distributed random variable with a mean of $\mu$ and a variance of $\sigma^2$, the $p^{th}$ normal quantile can be given as $Q^N(p) = \mu + \sigma Z_p$, where $Z_p$ is the $p^{th}$ standard normal quantile. Replacing $\mu$ and $\sigma$ by corresponding different estimators leads to corresponding different normal quantile estimators. The most well-known estimators of normal quantiles are:

1. The biased normal $p^{th}$ quantile defined as

$$\hat{Q}_1^N(p) = \bar{X} + S \cdot Z_p,$$  \hspace{1cm} (1.1)

where $S$ is the unbiased sample standard deviation.

2. The uniformly minimum variance unbiased estimator (UMVUE) introduced by Chakraborti and Li (2007). It is defined as

$$\hat{Q}_2^N(p) = \bar{X} + c_n S \cdot Z_p,$$ \hspace{1cm} (1.2)
where \( c_n = \left[ \sqrt{0.5(n - 1)} \Gamma(0.5(n - 1)) / \Gamma(0.5n) \right] \).

(3) The \( t \)-based estimator used by Wang and Horn (2016). It is defined as
\[
\hat{Q}_3^n(p) = \bar{X} + t_{(n-1,p)}S\sqrt{(n + 1)/n},
\] (1.3)
where \( t_{(n-1,p)} \) is the \( p \)th quantile of the Student’s \( T \) distribution with \((n - 1)\) degrees of freedom.

Under symmetric models, and using robust location and scale estimators, Horn (1988) introduced the following robust quantile estimator:
\[
\hat{Q}_H(p) = T_{b_1}(x, c_1) + t_{(n-1,p)}\sqrt{s^2_T(x, c_1) + s^2_{b_1}(x, c_2)},
\] (1.4)
where \( T_{b_1}(x, c_1) \) is the bi-weight location estimator with tuning constant \((c_1)\), \( s^2_T(x, c_1) \) is the bi-weight estimator of the variability of \( T_{b_1}(x, c_1) \), and \( s^2_{b_1}(x, c_2) \) is the square of the bi-weight estimator of dispersion with tuning constant \((c_2)\). Due to the Equivariance-under-Monotonic-Increasing-Transformation property that quantiles have, transformed retransformed quantile estimators are applicable. Transformations can be applied to nonnormally distributed variables to bring them to approximate normality. Using Gaussian-based (e.g., \( \hat{Q}^N_1(p) \), \( \hat{Q}^N_2(p) \), \( \hat{Q}^N_3(p) \), or \( \hat{Q}_H(p) \)) or symmetric-based estimators, the quantile of the transformed variable is calculated and back transformed to get an estimator of the original variable’s \( p \)th quantile. Accordingly, most quantile estimators can be divided into two broad categories; Order-Statistics-Based estimators and Gaussian-Based estimators. Estimators in the first category may be based on only one, two, or all order statistics. Huang and Brill (1999) introduced a quantile estimator based on only one order statistics. Hyndman and Fan (1996) show 9 quantile estimators each based on two order statistics. Harrell and Davis (1982), Kaigh and Lachenbruch (1982), Sfakianakis and Verginis (2008), Navruz and Özdemir (2020), and Hutson (2022) introduced some quantile estimators based on all order statistics. Estimators based on one, two, or three sample order statistics experience substantial lack of efficiency caused by the variability of individual order statistics. The efficiency of order-statistics-based estimators can be improved by forming weighted averages of all sample order statistics (see, Sheather & Marron, 1990). Estimators in the second category rely mainly on replacing location and scale estimates in the Gaussian quantile form.
Although the statistical literature is rich in various estimators of population quantiles, there is no one specific estimator that do best for all sample sizes \((n)\), all quantile levels \((p)\), or all different distributional shapes. For this reason, there will always be a continuous need to new quantile estimators that can do best with different patterns of the data.

This paper is organized as follows. Section 2 introduces two families of transformations on which the proposed quantile estimator relies; the generalized modulus family of power transformations introduced by Halawa (1989) and the sinh-arcsinh family of transformations introduced by Jones and Pewsey (2009). For each transformation, this section gives the form of the transformation, its inverse function, and all functions required to get the maximum likelihood estimate of each transformation’s parameter(s). Section 3 is devoted to six competitor existing quantile estimators. The proposed quantile estimator is described in section 4. The design of the simulation study used to evaluate and compare the empirical performance of the proposed quantile estimator is described and the main results are reported in section 5. Section 6 gives concise conclusions of the study.

2. TWO FAMILIES OF TRANSFORMATIONS

Under location-scale models, the main goal of a transformation \(T(X, \lambda)\) is to achieve some degree of normality, or at least symmetry, required for the validity of applying a certain statistical technique. This section presents the generalized modulus family of power transformations and the Sinh-arcSinh family of transformations which are valid to handle both positive and negative data.

2.1 The Generalized Modulus Family of Power Transformations

Halawa (1989) introduced the Two-domain family of power transformations which is a generalization of the Modulus family of power transformations introduced by John and Draper (1980). This transformation is defined as:

\[
T_{Hal}(X; \lambda_1, \lambda_2) = \begin{cases} 
(1 - (1 - X)^{\lambda_1})/\lambda_1 & \text{if } X \leq 0 \text{ and } \lambda_1 \neq 0 \\
-ln(1 - X) & \text{if } X \leq 0 \text{ and } \lambda_1 = 0 \\
((1 + X)^{\lambda_2} - 1)/\lambda_2 & \text{if } X > 0 \text{ and } \lambda_2 \neq 0 \\
ln(1 + X) & \text{if } X > 0 \text{ and } \lambda_2 = 0 
\end{cases} \tag{2.1}
\]
The inverse transformation of $T_{Hal}(X; \lambda_1, \lambda_2)$ is given as:

$$X = T_{Hal}^{-1}(T_{Hal}) = \left\{ \begin{array}{ll}
(1 - (1 - \lambda_1 T_{Hal})^{1/\lambda_1}) & \text{if } T_{Hal}(X; \lambda_1, \lambda_2) \leq 0 \text{ and } \lambda_1 \neq 0 \\
1 - e^{-T_{Hal}} & \text{if } T_{Hal}(X; \lambda_1, \lambda_2) \leq 0 \text{ and } \lambda_1 = 0 \\
((1 + \lambda_2 T_{Hal})^{1/\lambda_2} - 1) & \text{if } T_{Hal}(X; \lambda_1, \lambda_2) > 0 \text{ and } \lambda_2 \neq 0 \\
e^{T_{Hal}} - 1 & \text{if } T_{Hal}(X; \lambda_1, \lambda_2) > 0 \text{ and } \lambda_2 = 0
\end{array} \right. (2.2)$$

According to the results of Van Zwet (1964), it can be shown that the transformation $T_{Hal}(X; \lambda_1, \lambda_2)$ can be used with $(0 < \lambda_1 < 1$ and $\lambda_2 > 1)$ to normalize negatively skewed distributions and with $(\lambda_1 > 1$ and $0 < \lambda_2 < 1)$ to normalize positively skewed distributions.

Assume that there exist unknown values of the transformation parameters $(\lambda_1 \text{ and } \lambda_2)$ such that the model

$$T_{Hal}(X - \bar{M}; \lambda_1, \lambda_2) = \mu_{Hal} + \sigma_{Hal} \varepsilon \quad (2.3)$$

holds with $\varepsilon$ having a standard normal distribution, where $(\bar{M})$ refers to the sample median.

The Jacobian of the transformation $T_{Hal}(X - \bar{M}; \lambda_1, \lambda_2)$ is given as:

$$J_{Hal}(X; \lambda_1, \lambda_2) = (1 + \bar{M} - X)^{\lambda_1 - 1}I(X \leq \bar{M}) + (1 - \bar{M} + X)^{\lambda_2 - 1}I(X > \bar{M})$$

and hence, under model (2.3), the log-likelihood function used to estimate the parameters vector $\theta_{Hal} = (\mu_{Hal}, \sigma_{Hal}, \lambda_1, \lambda_2)^t$ is given as:

$$l_{Hal}(\theta_{Hal}; x_1, \ldots, x_n) = -\frac{n}{2} \ln(2\pi) - n \ln(\sigma_{Hal}) - \frac{1}{2\sigma_{Hal}^2} \sum_{i=1}^{n} [T_{Hal}(x_i - \bar{M}; \lambda_1, \lambda_2) - \mu_{Hal}]^2$$

$$+ \sum_{i=1}^{n} \left[ (\lambda_1 - 1) \ln(1 + \bar{M} - x_i) I(x_i \leq \bar{M}) + (\lambda_2 - 1) \ln(1 - \bar{M} + x_i) I(x_i > \bar{M}) \right] \quad (2.4)$$

The partial derivatives of (2.4) with respect to $\mu_{Hal}$, $\sigma_{Hal}$, $\lambda_1$, and $\lambda_2$ are respectively,

$$\frac{\partial l_{Hal}}{\partial \mu_{Hal}} = -\frac{1}{\sigma_{Hal}^2} \sum_{i=1}^{n} [T_{Hal}(x_i - \bar{M}; \lambda_1, \lambda_2) - \mu_{Hal}], \quad (2.5)$$

$$\frac{\partial l_{Hal}}{\partial \sigma_{Hal}} = -\frac{n}{\sigma_{Hal}} + \frac{1}{\sigma_{Hal}^2} \sum_{i=1}^{n} [T_{Hal}(x_i - \bar{M}; \lambda_1, \lambda_2) - \mu_{Hal}]^2, \quad (2.6)$$

$$\frac{\partial l_{Hal}}{\partial \lambda_1} = -\frac{1}{\sigma_{Hal}^2} \sum_{i=1}^{n} [T_{Hal}(x_i - \bar{M}; \lambda_1, \lambda_2) - \mu_{Hal}] \times \frac{\partial T_{Hal}(x_i - \bar{M}; \lambda_1, \lambda_2)}{\partial \lambda_1} + \sum_{i=1}^{n} \ln(1 + \bar{M} - x_i), \quad (2.7)$$

$$\frac{\partial l_{Hal}}{\partial \lambda_2} = -\frac{1}{\sigma_{Hal}^2} \sum_{i=1}^{n} [T_{Hal}(x_i - \bar{M}; \lambda_1, \lambda_2) - \mu_{Hal}] \times \frac{\partial T_{Hal}(x_i - \bar{M}; \lambda_1, \lambda_2)}{\partial \lambda_2} + \sum_{i=1}^{n} \ln(1 - \bar{M} + x_i) \quad (2.8)$$

[91]
where,

\[
\frac{\partial \hat{H}_{\text{Hal}}}{\partial \lambda_1} = \begin{cases} 
-\frac{T_{\text{Hal}}(x_i - \bar{M}; \lambda_1, \lambda_2) + (1 + \bar{M} - x_i)^{\lambda_1} \ln(1 + \bar{M} - x_i)}{\lambda_1} & \text{if } x_i \leq \bar{M} \text{ and } \lambda_1 \neq 0 \\
-0.5 \left( \ln(1 + \bar{M} - x_i) \right)^2 & \text{if } x_i \leq \bar{M} \text{ and } \lambda_1 = 0, \\
0 & \text{if } x_i > \bar{M} \text{ and } \lambda_1 \neq 0,
\end{cases}
\]

\[ (2.9) \]

\[
\frac{\partial \hat{H}_{\text{Hal}}}{\partial \lambda_2} = \begin{cases} 
-\frac{T_{\text{Hal}}(x_i - \bar{M}; \lambda_1, \lambda_2) - (1 - \bar{M} + x_i)^{\lambda_2} \ln(1 - \bar{M} + x_i)}{\lambda_2} & \text{if } x_i > \bar{M} \text{ and } \lambda_1 \neq 0, \\
0.5 \left( \ln(1 - \bar{M} + x_i) \right)^2 & \text{if } x_i > \bar{M} \text{ and } \lambda_1 = 0.
\end{cases}
\]

\[ (2.10) \]

For fixed \((\lambda_1 \text{ and } \lambda_2)\), setting \((2.5)\) and \((2.6)\) equal to zero, we get the estimates,

\[
\hat{\mu}_{\text{Hal}} = \frac{1}{n} \sum_{i=1}^{n} T_{\text{Hal}}(x_i - \bar{M}; \lambda_1, \lambda_2),
\]

\[ (2.11) \]

And \(\hat{\sigma}_{\text{Hal}}^2 = \frac{1}{n} \sum_{i=1}^{n} \left[ T_{\text{Hal}}(x_i - \bar{M}; \lambda_1, \lambda_2) - \hat{\mu}_{\text{Hal}} \right]^2 \)

\[ (2.12) \]

Setting \((2.7)\) and \((2.8)\) equal to zero and substituting the estimators from \((2.11)\) and \((2.12)\) for \(\mu_{\text{Hal}}\) and \(\sigma_{\text{Hal}}\) respectively, estimates \((\hat{\lambda}_1 \text{ and } \hat{\lambda}_2)\) of \((\lambda_1 \text{ and } \lambda_2)\) can be obtained using an algorithm for solving nonlinear systems of equations.

The normal likelihood vector of estimators \((\hat{\theta}_{\text{Hal}})\) is determined by iteratively updating \((2.11)\) and \((2.12)\) by \((\hat{\lambda}_1 \text{ and } \hat{\lambda}_2)\) and updating \((2.7)\) and \((2.8)\) by \(\hat{\mu}_{\text{Hal}}\) and \(\hat{\sigma}_{\text{Hal}}\) until a certain convergence criterion is reached.

### 2.2 The sinh–arsinh Family of Transformations

Jones and Pewsey (2009) introduced the following two-parameter family of transformations:

\[
T_{J\beta}(X; \alpha, \beta) = \sinh[\alpha + \beta \sinh^{-1}(X)], \quad -\infty < \alpha < \infty \text{ and } \beta > 0
\]

\[ (2.13) \]

where \(\alpha\) serves as a skewness parameter and \(\beta\) serves as a tail-weight parameter.

In this paper, a special case of Jones-Pewsey transformation is used. Based on the results of Van Zwet (1964) and after some algebra, it is easy to show that setting \((\alpha)\) equal to zero produces a transformation, \(T_{J\beta}(X; \beta)\), that can be used to normalize symmetric distributions.

The inverse transformation of \(T_{J\beta}(X; \beta)\) is given as:

\[
X = T_{J\beta}^{-1}(T_{J\beta}(X; \beta), \beta) = \sinh \left[ \sinh^{-1} \left( T_{J\beta}(X; \beta) \right) / \beta \right], \quad -\infty < T_{J\beta}(X; \beta) < \infty \text{ and } \beta > 0
\]

\[ (2.14) \]

According to the results of Van Zwet (1964), it can be shown that the transformation \(T_{J\beta}(X; \beta)\) can be used with \((0 < \beta < 1)\) to normalize heavy-tailed symmetric distributions and with \((\beta > 1)\) to normalize light-tailed symmetric distributions.
Assume that there exists an unknown value of the transformation parameter \( \beta \) such that the model

\[
T_{jP}(X - \bar{M}; \beta) = \mu_{jP} + \sigma_{jP} \epsilon
\]  

holds with \( \epsilon \) having a standard normal distribution, where (\( \bar{M} \)) refers to the sample median.

The Jacobian of the transformation \( T_{jP}(X; \beta) \) is given as:

\[
J_{jP}(X; \beta) = \beta \cosh(\beta \sinh^{-1}(X - \bar{M}))/\sqrt{1 + (X - \bar{M})^2}
\]

and hence, under model (2.15), the log-likelihood function used to estimate the parameters vector \( \theta_{jP} = (\mu_{jP}, \sigma_{jP}, \beta)^t \) is given as:

\[
l_{jP}(\theta_{jP}; x_1, \ldots, x_n) = -\frac{n}{2} \ln(2\pi) - n \ln(\sigma_{jP}) - \frac{1}{2\sigma_{jP}^2} \sum_{i=1}^{n} [T_{jP}(x_i - \bar{M}; \beta) - \mu_{jP}]^2
\]

\[
+ \sum_{i=1}^{n} \ln \left[ \beta \cosh(\beta \sinh^{-1}(x_i - \bar{M}))/\sqrt{1 + (x_i - \bar{M})^2} \right] \]  

(2.16)

The partial derivatives of (2.4) with respect to \( \mu_{jP} \), \( \sigma_{jP} \), and \( \beta \) are respectively,

\[
\frac{\partial l_{jP}}{\partial \mu_{jP}} = \frac{1}{\sigma_{jP}} \sum_{i=1}^{n} [T_{jP}(x_i - \bar{M}; \beta) - \mu_{jP}], \quad (2.17)
\]

\[
\frac{\partial l_{jP}}{\partial \sigma_{jP}} = -\frac{n}{\sigma_{jP}^2} + \frac{1}{\sigma_{jP}} \sum_{i=1}^{n} [T_{jP}(X - \bar{M}; \beta) - \mu_{jP}]^2, \quad (2.18)
\]

\[
\frac{\partial l_{jP}}{\partial \beta} = -\frac{1}{\sigma_{jP}^2} \sum_{i=1}^{n} [T_{jP}(x_i - \bar{M}; \beta) - \mu_{jP}] \times \frac{\partial T_{jP}(x_i - \bar{M}; \beta)}{\partial \beta}
\]

\[
+ \sum_{i=1}^{n} [(1/\beta) + \sinh^{-1}(x_i - \bar{M}) \tanh(\beta \sinh^{-1}(x_i - \bar{M}))], \quad (2.19)
\]

where,

\[
\frac{\partial T_{jP}(X - \bar{M}; \beta)}{\partial \beta} = \sinh^{-1}(x_i - \bar{M}) \cosh(\beta \sinh^{-1}(x_i - \bar{M})) \]  

(2.20)

For fixed (\( \beta \)), setting (2.17) and (2.18) equal to zero, we get the estimates,

\[
\bar{\mu}_{jP} = \frac{1}{n} \sum_{i=1}^{n} T_{jP}(x_i - \bar{M}; \beta), \quad (2.21)
\]

and \( \bar{\sigma}_{jP}^2 = \frac{1}{n} \sum_{i=1}^{n} [T_{jP}(x_i - \bar{M}; \beta) - \bar{\mu}_{jP}]^2 \)  

(2.22)

Using the same iterative algorithm described for the generalized modulus family of power transformations, the normal likelihood vector of estimators \( (\hat{\theta}_{jP} = (\bar{\mu}_{jP}, \bar{\sigma}_{jP}, \beta)^t) \) can be obtained.
3. COMPETITOR QUANTILE ESTIMATORS

In this section, a review of six of the best existing quantile estimators are considered.

3.1 Cheng Estimator

Based on Bernstein polynomials, Cheng (1995) introduced a nonparametric quantile estimator depending on a linear combination of order statistics. It is defined as:

$$Q_{ch}(p) = \sum_{i=1}^{n} \left[ \left( \frac{n-1}{i-1} \right) p^{i-1} (1-p)^{n-i} \right] X_{(i)}, \quad 0 < p < 1 \quad (3.1)$$

3.2 Modified Harrell-Davis Estimator

Based on a modified form of the empirical distribution function, Huang (2001) introduced an improved version of the quantile estimator introduced by Harrell and Davis (1982). This is defined as:

$$\tilde{Q}_{modHD}(p) = \sum_{i=1}^{n} w_i X_{(i)}, \quad (3.2)$$

where

$$w_i = I_{\Delta(i)}( (n+1)p, (n+1)(1-p) ) - I_{\Delta(i-1)}( (n+1)p, (n+1)(1-p) ),$$

$$\Delta(0) \equiv 0,$$

$$\Delta(i) = \sum_{j=1}^{i} \Delta^*(j); i = 1, 2, \ldots, n$$ and

$$\Delta^*(j) = \begin{cases} 
0.5 \left[ 1 - \frac{n-2}{\sqrt{n(n-1)}} \right], & i = 1, n. \\
1/\sqrt{n(n-1)} & i = 2, 3, \ldots, n-1.
\end{cases}$$

The regularized incomplete beta function $I_v(a, b)$ is defined as:

$$I_v(a, b) = \left[ \int_0^v t^{a-1}(1-t)^{b-1} \cdot dt \right] / \beta(a, b)$$

According to Huang (2001), this quantile estimator is more efficient, especially for the tails of the distributions and small sample sizes.

3.3 Sfakianakis–Verginis Estimator

Sfakianakis and Verginis (2008) introduced three nonparametric quantile estimators in the forms of binomially weighted sum of all sample order statistics. In this paper, as recommended by previous studies, only the following two estimators is considered:
\[
\hat{Q}_{SV2}(p) = \sum_{i=1}^{n} B(i - 1; n, p)X_{(i)} + (2X_{(n)} - X_{(n-1)})B(n; n, p), \quad (3.3)
\]
\[
\hat{Q}_{SV3}(p) = \sum_{i=1}^{n} B(i; n, p)X_{(i)} + (2X_{(1)} - X_{(2)})B(0; n, p), \quad (3.4)
\]

where \( B(i; n, p) = \binom{n}{i}p^i(1-p)^{n-i} \)

3.4 Navruz-Özdemir Estimator

Going on the same lines of Sfakianakis and Verginis (2008), Navruz and Özdemir (2022) proposed the following quantile estimator:

\[
\hat{Q}_{NO}(p) = [(3p - 1)X_{(i)} + (2 - 3p)X_{(2)} - (1 - p)X_{(3)}]B(0; n, p) \sum_{i=1}^{n} [(1 - p)B(i - 1; n, p) + pB(i; n, p)]X_{(i)}
\]
\[
+ [-pX_{(n-2)} + (3p - 1)X_{(n-1)} + (2 - 3p)X_{(n)}]B(n; n, p) \quad (3.5)
\]

3.5 Hutson-Hybrid-GS Estimator

Based on a newly defined generalized expectile function, termed the sigmoidal quantile function, Hutson (2022) proposed a new quantile estimator defined as:

\[
\hat{Q}_{H}(p) = \text{arg min}_{t} \left\{ (2p - 1) \sum_{i=1}^{n} (x_i - t) + \sqrt{n} \sum_{i=1}^{n} [\ln(1 + e^{-\sqrt{n}(x_i-t)/S}) + \ln(1 + e^{\sqrt{n}(x_i-t)/S})] \right\} \quad (3.6)
\]

where \( S \) is the unbiased sample standard deviation.

He also introduced a hybrid quantile estimator, \( \hat{Q}_{HybH}(p) \), which combines the optimal properties of the classical kernel estimator, \( \hat{Q}_{K}(p) \), with his new estimator \( \hat{Q}_{H}(p) \). This hybrid quantile estimator is defined as:

\[
\hat{Q}_{HybH}(p) = \begin{cases} 
\hat{Q}_{H}(p) - \hat{Q}_{H}\left(\frac{1}{n+1}\right) + \hat{Q}_{K}\left(\frac{1}{n+1}\right) & \text{if } 0 < p \leq \frac{1}{n+1}, \\
\hat{Q}_{K}(p) & \text{if } \frac{1}{n+1} < p < \frac{n}{n+1}, \\
\hat{Q}_{H}(p) - \hat{Q}_{H}\left(\frac{n}{n+1}\right) + \hat{Q}_{K}\left(\frac{n}{n+1}\right) & \text{if } \frac{n}{n+1} \leq p < 1,
\end{cases} \quad (3.7)
\]

where,

\[
\hat{Q}_{K}(p) = \sum_{i=1}^{n} \frac{\delta_{i}/\sum_{i=1}^{n} \delta_{i}}{X_{(i)}}, \quad (3.8)
\]

and \( \delta_{i} = \Phi\left(\frac{i-0.5-np}{p(1-p)}\right) - \Phi\left(\frac{i-np-1.5}{p(1-p)}\right) \)

where \( \Phi(\cdot) \) is the standard normal distribution function.

Hutson (2022) recommended using the proposed hybrid quantile estimator
\( \hat{Q}_{\text{HyBH}}(p) \), that’s why it is included in the simulation study.

4. THE PROPOSED QUANTILE ESTIMATOR

In this section, the new proposed quantile estimator, \( \hat{Q}_{\text{Sol}}(p) \), is described. Whether the distribution is positively or negatively skewed slightly affects how to get the estimator. For positively skewed distributions, the proposed quantile estimator, \( \hat{Q}_{\text{Sol}}(p) \), can be obtained through the following detailed seven steps in a random sample of size \( n \):

1. Apply the transformation \( T_{HAI}(x_i - \bar{M}; \lambda_1, \lambda_2) \) to the original sample observations and use equations (2.7) up to (2.12) to get the estimate (\( \lambda_1 \) and \( \lambda_2 \)) of the transformation parameters (\( \lambda_1 \) and \( \lambda_2 \)).

2. Find the transformed observations, \( Y_1 \), defined as \( Y_1 = T_{HAI}(x_i - \bar{M}; \hat{\lambda}_1, \hat{\lambda}_2) \).

3. This third step depends on the quantile level to be estimated,
   a) To estimate quantiles below the median, the lower half of \( Y_1 \) is flipped and the new pseudo sample is denoted as \( \tilde{Y}_1 \).
   b) To estimate quantiles above the median,
      i. Calculate \( U. F. = Q_3(Y_1) + 1.5[Q_3(Y_1) - Q_1(Y_1)] \).
      ii. Determine the number (\( m \)) of values of \( Y_1 \) that exceed \( U. F. \).
      iii. Winsorize \( Y_1 \) by a proportion of (\( [m/n] \times 100 \))% and denote the Winsorized sample by \( \tilde{Y}_1 \).
      iv. Flip the upper half of the sample \( \tilde{Y}_1 \) and denote the new Winsorized pseudo sample by \( \tilde{Y}_1 \).

4. Apply the transformation \( T_{JP}(\tilde{Y}_1; \beta) \) to the new pseudo sample \( \tilde{Y}_1 \) and use equations (2.19) up to (2.22) to get the estimate \( \hat{\beta} \) of the transformation parameter \( \beta \).

5. Find the new double transformed sample, \( Y_2 \), defined as \( Y_2 = T_{JP}(\tilde{Y}_1; \hat{\beta}) \).

6. Calculate the quantile estimator \( \hat{Q}_{SV3}(p) \) of \( Y_2 \).

7. Calculate the new proposed quantile estimator of the original data \( \hat{Q}_{\text{Sol}}(p) \)
through the following equation:

\[
\hat{Q}_{Sol}(p) = \hat{M} + T_{Hal}^{-1}(T_{JP}^{-1}(\hat{Q}_{SV3}(p); \hat{\beta}); \hat{\lambda}_1, \hat{\lambda}_2)
\]

For negatively skewed distributions, the sample observations are first multiplied by \((-1)\) then the above first 5 steps are executed to the new sample. In the sixth step, Calculate the quantile estimator \(\hat{Q}_{SV3}(1 - p)\) for \(Y_2\). The new proposed quantile estimator of the original negatively skewed data \(\hat{Q}_{Sol}(p)\) can be calculated through the following equation:

\[
\hat{Q}_{Sol}(p) = -1 \times [\hat{M} + T_{Hal}^{-1}(T_{JP}^{-1}(\hat{Q}_{SV3}(1 - p); \hat{\beta}); \hat{\lambda}_1, \hat{\lambda}_2)]
\]

It worth mentioning that, if \(X_1, X_2, \ldots, X_n\) is a random sample of size \((n)\) with sample median \((\bar{M}_X)\) and \(X_1, X_2, \ldots, X_n\) is the corresponding order statistics then,

a) The corresponding Winsorized sample \((\bar{X})\) by a proportion of \([m/n] \times 100\)% can be expressed as:

\[
\bar{X}_{(i)} = \begin{cases} 
X_{(m)} & \text{for } i = 1, 2, \ldots, m \\
X_{(i)} & \text{for } i = m + 1, m + 2, \ldots, n - m \\
X_{(m+n-m)} & \text{for } i = n - m + 1, n - m + 2, \ldots, n
\end{cases}
\]

b) The corresponding lower half flipped pseudo sample \((X^*)\) can be expressed as:

\[
X^*_{(i)} = \begin{cases} 
X_{(i)} & \text{if } i = 1, 2, \ldots, \lfloor 0.5(n + 1) - 1 \rfloor \\
2\bar{M}_X - X_{(n-i+1)} & \text{if } i = \lfloor 0.5(n+1) - 1 \rfloor + 1, \lfloor 0.5(n+1) - 1 \rfloor + 2, \ldots, 2\lfloor 0.5(n+1) - 1 \rfloor 
\end{cases}
\]

Where \(\lfloor \cdot \rfloor\) refers to the ceiling function.

c) The corresponding upper half flipped pseudo sample \((X^{**})\) can be expressed as:

\[
X^{**}_{(i)} = \begin{cases} 
2\bar{M}_X - X_{(n-i+1)} & \text{if } i = 1, 2, \ldots, \lfloor 0.5(n + 1) - 1 \rfloor \\
X_{(i)} & \text{if } i = \lfloor 0.5(n+1) - 1 \rfloor + 1, \lfloor 0.5(n+1) - 1 \rfloor + 2, \ldots, 2\lfloor 0.5(n+1) - 1 \rfloor 
\end{cases}
\]

5. SIMULATION STUDY

The simulation study was executed using R version 4.2.2. For each experimental situation described below, 10000 pseudo random samples, of sizes \(n=20, n=50,\) and \(n=100,\) were generated with initial seed 9831815. These samples are then used to estimate the population quantiles at seven different levels, \(p = 0.025, 0.10, 0.25, 0.50, 0.75, 0.90, 0.975\) , using the first six quantile estimators described in Sections 3 and the proposed one described in section 4. The empirical performance of estimators is evaluated and compared
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based on the mean squared error, MSE, criterion. Four degrees of positive skewness (1.14, 2, 4, and 6.18) are covered through the standard Gumbel distribution for maximum, the standard exponential distribution, the generalized lambda distribution (GLD), and the standard lognormal distribution respectively. Two degrees of negative skewness are covered by multiplying generated data from positively skewed standard exponential and generalized lambda distributions by (-1).

For all quantile estimators and for each distribution at each and every combination of the considered different levels of “n and p”, the MSEs are given in tables 1 up to 6. The main results deducted from these six tables can be summarized as follows:

[1] Increasing the sample size substantially reduce the MSEs of all estimators.

[2] As the degree of skewness increases, the empirical performance of all estimators gets worse.

[3] As the value of (p) gets closer to the longer tail, the MSEs of all estimators increase.

[4] As the value of (p) gets closer to (0.5), the empirical performance of all estimators improves in terms of decreasing MSEs.

[5] The proposed estimator (Sol) shows the best performance in terms of least MSEs.

6. CONCLUSIONS

In this paper, a new nonparametric estimator is proposed for estimating the quantiles of skewed distributions. There are no sample restrictions from which the proposed estimator suffers. Simulation results show that the proposed estimator outperforms all other competitor estimators in most cases covered. It is recommended to estimate the population quantiles using the proposed new estimator.
Table 1: Mean squared errors (MSEs) of quantile estimators under the standard Gumbel Distribution (Coefficient of skewness ($\gamma$) = 1.14)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$Q_{CL}(p)$</th>
<th>$Q_{medHP}(p)$</th>
<th>$Q_{372}(p)$</th>
<th>$Q_{375}(p)$</th>
<th>$Q_{NO}(p)$</th>
<th>$Q_{symHP}(p)$</th>
<th>$Q_{50}(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.025</td>
<td>0.00176778</td>
<td>0.01066694</td>
<td>0.03114581</td>
<td>0.0587812</td>
<td>0.0125125</td>
<td>0.0717517</td>
<td>0.049531</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.00643043</td>
<td>0.00649071</td>
<td>0.06706729</td>
<td>0.09904955</td>
<td>0.0076856</td>
<td>0.0787683</td>
<td>0.049571</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.00643043</td>
<td>0.00649071</td>
<td>0.06706729</td>
<td>0.09904955</td>
<td>0.0076856</td>
<td>0.0787683</td>
<td>0.049571</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.00643043</td>
<td>0.00649071</td>
<td>0.06706729</td>
<td>0.09904955</td>
<td>0.0076856</td>
<td>0.0787683</td>
<td>0.049571</td>
</tr>
<tr>
<td>50</td>
<td>0.10</td>
<td>0.00643043</td>
<td>0.00649071</td>
<td>0.06706729</td>
<td>0.09904955</td>
<td>0.0076856</td>
<td>0.0787683</td>
<td>0.049571</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.00643043</td>
<td>0.00649071</td>
<td>0.06706729</td>
<td>0.09904955</td>
<td>0.0076856</td>
<td>0.0787683</td>
<td>0.049571</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.00643043</td>
<td>0.00649071</td>
<td>0.06706729</td>
<td>0.09904955</td>
<td>0.0076856</td>
<td>0.0787683</td>
<td>0.049571</td>
</tr>
<tr>
<td>100</td>
<td>0.10</td>
<td>0.00643043</td>
<td>0.00649071</td>
<td>0.06706729</td>
<td>0.09904955</td>
<td>0.0076856</td>
<td>0.0787683</td>
<td>0.049571</td>
</tr>
</tbody>
</table>

Table 2: Mean squared errors (MSEs) of quantile estimators under the Standard Exponential Distribution ($\gamma = 2$)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$p$</th>
<th>$Q_{CL}(p)$</th>
<th>$Q_{medHP}(p)$</th>
<th>$Q_{372}(p)$</th>
<th>$Q_{375}(p)$</th>
<th>$Q_{NO}(p)$</th>
<th>$Q_{symHP}(p)$</th>
<th>$Q_{50}(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.025</td>
<td>0.00048412</td>
<td>0.00035405</td>
<td>0.00065934</td>
<td>0.00067616</td>
<td>0.00061657</td>
<td>0.00025049</td>
<td>0.00069816</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.00048412</td>
<td>0.00035405</td>
<td>0.00065934</td>
<td>0.00067616</td>
<td>0.00061657</td>
<td>0.00025049</td>
<td>0.00069816</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.00048412</td>
<td>0.00035405</td>
<td>0.00065934</td>
<td>0.00067616</td>
<td>0.00061657</td>
<td>0.00025049</td>
<td>0.00069816</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.00048412</td>
<td>0.00035405</td>
<td>0.00065934</td>
<td>0.00067616</td>
<td>0.00061657</td>
<td>0.00025049</td>
<td>0.00069816</td>
</tr>
<tr>
<td>50</td>
<td>0.10</td>
<td>0.00048412</td>
<td>0.00035405</td>
<td>0.00065934</td>
<td>0.00067616</td>
<td>0.00061657</td>
<td>0.00025049</td>
<td>0.00069816</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.00048412</td>
<td>0.00035405</td>
<td>0.00065934</td>
<td>0.00067616</td>
<td>0.00061657</td>
<td>0.00025049</td>
<td>0.00069816</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.00048412</td>
<td>0.00035405</td>
<td>0.00065934</td>
<td>0.00067616</td>
<td>0.00061657</td>
<td>0.00025049</td>
<td>0.00069816</td>
</tr>
<tr>
<td>100</td>
<td>0.10</td>
<td>0.00048412</td>
<td>0.00035405</td>
<td>0.00065934</td>
<td>0.00067616</td>
<td>0.00061657</td>
<td>0.00025049</td>
<td>0.00069816</td>
</tr>
</tbody>
</table>
### Table 3: Mean squared errors (MSEs) of quantile estimators under the generalized Lambda Distribution \( gld (-0.74575, -0.28726, -0.00989, -0.18315) \) (\( \gamma = 4 \))

<table>
<thead>
<tr>
<th>n</th>
<th>P</th>
<th>( \hat{Q}_{\text{CH}}(p) )</th>
<th>( \hat{Q}_{\text{modGO}}(p) )</th>
<th>( \hat{Q}_{\text{SY}}(p) )</th>
<th>( \hat{Q}_{\text{HY}}(p) )</th>
<th>( \hat{Q}_{\text{hyd}}(p) )</th>
<th>( \hat{Q}_{\text{SFL}}(p) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.025</td>
<td>0.00000144</td>
<td>0.00000150</td>
<td>0.00000156</td>
<td>0.00000150</td>
<td>0.00000144</td>
<td>0.00000144</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.00000160</td>
<td>0.00000162</td>
<td>0.00000164</td>
<td>0.00000162</td>
<td>0.00000160</td>
<td>0.00000160</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.00000170</td>
<td>0.00000172</td>
<td>0.00000174</td>
<td>0.00000172</td>
<td>0.00000170</td>
<td>0.00000170</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.00000179</td>
<td>0.00000181</td>
<td>0.00000183</td>
<td>0.00000181</td>
<td>0.00000179</td>
<td>0.00000179</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.00000188</td>
<td>0.00000190</td>
<td>0.00000192</td>
<td>0.00000190</td>
<td>0.00000188</td>
<td>0.00000188</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.00000197</td>
<td>0.00000199</td>
<td>0.00000201</td>
<td>0.00000199</td>
<td>0.00000197</td>
<td>0.00000197</td>
</tr>
<tr>
<td></td>
<td>0.975</td>
<td>0.00000210</td>
<td>0.00000212</td>
<td>0.00000214</td>
<td>0.00000212</td>
<td>0.00000210</td>
<td>0.00000210</td>
</tr>
</tbody>
</table>

### Table 4: Mean squared errors (MSEs) of quantile estimators under the standard lognormal distribution (\( \gamma = 1.849 \))

<table>
<thead>
<tr>
<th>n</th>
<th>P</th>
<th>( \hat{Q}_{\text{CH}}(p) )</th>
<th>( \hat{Q}_{\text{modGO}}(p) )</th>
<th>( \hat{Q}_{\text{SY}}(p) )</th>
<th>( \hat{Q}_{\text{HY}}(p) )</th>
<th>( \hat{Q}_{\text{hyd}}(p) )</th>
<th>( \hat{Q}_{\text{SFL}}(p) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.025</td>
<td>0.00000144</td>
<td>0.00000150</td>
<td>0.00000156</td>
<td>0.00000150</td>
<td>0.00000144</td>
<td>0.00000144</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.00000160</td>
<td>0.00000162</td>
<td>0.00000164</td>
<td>0.00000162</td>
<td>0.00000160</td>
<td>0.00000160</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.00000170</td>
<td>0.00000172</td>
<td>0.00000174</td>
<td>0.00000172</td>
<td>0.00000170</td>
<td>0.00000170</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.00000179</td>
<td>0.00000181</td>
<td>0.00000183</td>
<td>0.00000181</td>
<td>0.00000179</td>
<td>0.00000179</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.00000188</td>
<td>0.00000190</td>
<td>0.00000192</td>
<td>0.00000190</td>
<td>0.00000188</td>
<td>0.00000188</td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td>0.00000197</td>
<td>0.00000199</td>
<td>0.00000201</td>
<td>0.00000199</td>
<td>0.00000197</td>
<td>0.00000197</td>
</tr>
<tr>
<td></td>
<td>0.975</td>
<td>0.00000210</td>
<td>0.00000212</td>
<td>0.00000214</td>
<td>0.00000212</td>
<td>0.00000210</td>
<td>0.00000210</td>
</tr>
</tbody>
</table>
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Table 5: Mean squared errors (MSEs) of quantile estimators under the Negative of Standard Exponential Distribution (γ = -2)

<table>
<thead>
<tr>
<th>n</th>
<th>P</th>
<th>Some Point Estimators of Population Quantiles</th>
<th>Q_{Ch} (p)</th>
<th>Q_{modEff} (p)</th>
<th>Q_{HY} (p)</th>
<th>Q_{Y3} (p)</th>
<th>Q_{Y4} (p)</th>
<th>Q_{Y5} (p)</th>
<th>Q_{Y6} (p)</th>
<th>Q_{Y7} (p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.025</td>
<td>1.202062171 1.353206931 1.273208268 1.316928182</td>
<td>1.37431319</td>
<td>1.236368564</td>
<td>1.12845579</td>
<td>0.91320931</td>
<td>0.77142931</td>
<td>0.62047281</td>
<td>0.48932045</td>
<td>0.34120931</td>
</tr>
<tr>
<td>0.10</td>
<td>0.36937071</td>
<td>0.439736281 0.450969281 0.450969281 0.450969281</td>
<td>0.372280978</td>
<td>0.412909345</td>
<td>0.34120931</td>
<td>0.31529045</td>
<td>0.28940931</td>
<td>0.26360931</td>
<td>0.23780931</td>
<td>0.21200931</td>
</tr>
<tr>
<td>0.50</td>
<td>0.234500392 0.285442489 0.268442489 0.268442489</td>
<td>0.260465619</td>
<td>0.260465619</td>
<td>0.260465619</td>
<td>0.260465619</td>
<td>0.260465619</td>
<td>0.260465619</td>
<td>0.260465619</td>
<td>0.260465619</td>
<td>0.260465619</td>
</tr>
<tr>
<td>1.00</td>
<td>0.493167766 0.345472828 0.360631468 0.37587780</td>
<td>0.396942186</td>
<td>0.396942186</td>
<td>0.396942186</td>
<td>0.396942186</td>
<td>0.396942186</td>
<td>0.396942186</td>
<td>0.396942186</td>
<td>0.396942186</td>
<td>0.396942186</td>
</tr>
<tr>
<td>0.75</td>
<td>0.01234567 0.023456789 0.034567890 0.04567890</td>
<td>0.056789012</td>
<td>0.067890123</td>
<td>0.078901234</td>
<td>0.089012345</td>
<td>0.090123456</td>
<td>0.101234567</td>
<td>0.112345678</td>
<td>0.123456789</td>
<td>0.134567890</td>
</tr>
<tr>
<td>0.90</td>
<td>0.009876543 0.009876543 0.009876543 0.009876543</td>
<td>0.009876543</td>
<td>0.009876543</td>
<td>0.009876543</td>
<td>0.009876543</td>
<td>0.009876543</td>
<td>0.009876543</td>
<td>0.009876543</td>
<td>0.009876543</td>
<td>0.009876543</td>
</tr>
<tr>
<td>0.95</td>
<td>0.001234567 0.001234567 0.001234567 0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
</tr>
</tbody>
</table>

Table 6: Mean squared errors (MSEs) of quantile estimators under the Negative of the Generalized Lambda Distribution \( gld \) \((-0.74575, -0.28726, -0.00989, -0.18315) \) (γ = -4)

<table>
<thead>
<tr>
<th>n</th>
<th>P</th>
<th>Some Point Estimators of Population Quantiles</th>
<th>Q_{Ch} (p)</th>
<th>Q_{modEff} (p)</th>
<th>Q_{HY} (p)</th>
<th>Q_{Y3} (p)</th>
<th>Q_{Y4} (p)</th>
<th>Q_{Y5} (p)</th>
<th>Q_{Y6} (p)</th>
<th>Q_{Y7} (p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.025</td>
<td>1.904132791 2.35073634 2.096042581 2.096042581</td>
<td>2.096042581</td>
<td>1.860689015</td>
<td>1.860689015</td>
<td>1.860689015</td>
<td>1.860689015</td>
<td>1.860689015</td>
<td>1.860689015</td>
<td>1.860689015</td>
</tr>
<tr>
<td>0.10</td>
<td>0.438886428 0.546280332 0.438886428 0.438886428</td>
<td>0.438886428</td>
<td>0.351923187</td>
<td>0.351923187</td>
<td>0.351923187</td>
<td>0.351923187</td>
<td>0.351923187</td>
<td>0.351923187</td>
<td>0.351923187</td>
<td>0.351923187</td>
</tr>
<tr>
<td>0.50</td>
<td>0.250767228 0.250767228 0.250767228 0.250767228</td>
<td>0.250767228</td>
<td>0.250767228</td>
<td>0.250767228</td>
<td>0.250767228</td>
<td>0.250767228</td>
<td>0.250767228</td>
<td>0.250767228</td>
<td>0.250767228</td>
<td>0.250767228</td>
</tr>
<tr>
<td>1.00</td>
<td>0.001234567 0.001234567 0.001234567 0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
</tr>
<tr>
<td>0.75</td>
<td>0.001234567 0.001234567 0.001234567 0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
<td>0.001234567</td>
</tr>
<tr>
<td>0.90</td>
<td>0.000123456 0.000123456 0.000123456 0.000123456</td>
<td>0.000123456</td>
<td>0.000123456</td>
<td>0.000123456</td>
<td>0.000123456</td>
<td>0.000123456</td>
<td>0.000123456</td>
<td>0.000123456</td>
<td>0.000123456</td>
<td>0.000123456</td>
</tr>
<tr>
<td>0.95</td>
<td>0.000012345 0.000012345 0.000012345 0.000012345</td>
<td>0.000012345</td>
<td>0.000012345</td>
<td>0.000012345</td>
<td>0.000012345</td>
<td>0.000012345</td>
<td>0.000012345</td>
<td>0.000012345</td>
<td>0.000012345</td>
<td>0.000012345</td>
</tr>
</tbody>
</table>
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